
Agenda
• The three epochs of medical AI: key points to note

• AI 1.0 (rule-based AI), 2.0 (deep learning) and 3.0 (generative AI, LLMs and a method called RAG), a very 
brief, non-technical introduction with some examples

• Health digital twins, in brief

• AI explainability: is it absolutely necessary?

• Final thought

• Further reading (for those of you who want to dig deeper into the subject of generative AI in medicine 
and AI in your specific clinical disciplines)

September 2024

26 more slides to go ☺

From AI 1.0 to AI 3.0
A very brief chronicle of AI in medicine and healthcare

Maged N. Kamel Boulos, MBBCh, PhD, SMIEEE



Let us begin by emphasising a few key points:

• AI 1.0, 2.0 and 3.0 are not always meant to replace or supersede 
one another. They can co-exist and can be combined in the same 
application.

• More data and computer power are needed as we move from AI 
1.0 to AI 3.0. This helps explain their chronological order of 
appearance.

• AI 1.0 and 2.0 applications have narrow scope and focus (task 
specific). AI 3.0 applications have broader scope (artificial general 
intelligence).

• They count as SaMD/AIaMD (software as a medical device/AI as a 
medical device) and fall under established MDR (medical device 
regulation) provisions when used in patient management, e.g., to 
reach a diagnosis or formulate a treatment plan.

• Regulation becomes increasingly complex as we move from AI 1.0 
to AI 3.0. As of September 2024, the US FDA has approved 950 
SaMDs that fall under AI 1.0/AI 2.0 but none yet belonging to AI 
3.0 (situation is similar in UK, EU & China regarding AI 3.0 SaMDs).

Three Epochs of Artificial Intelligence in HealthCare
Michael D Howell et al. JAMA. 2024;331(3):242-244
https://pubmed.ncbi.nlm.nih.gov/38227029/ 

https://pubmed.ncbi.nlm.nih.gov/38227029/


AI 1.0: The rule-based beginnings
• Includes symbolic AI, which attempts to encode human knowledge into 

computational rules, as well as probabilistic models.

Expert System Shells for Rapid Clinical Decision 
Support Module Development: An ESTA 
Demonstration of a Simple Rule-Based System for the 
Diagnosis of Vaginal Discharge
Maged N Kamel Boulos. Healthc Inform Res. 
2012;18(4):252–258
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3548154/ 

Additional examples:
Checkout our presentation from 2002 
covering some historical AI 1.0 systems 
at https://tinyurl.com/historical-AI 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3548154/
https://tinyurl.com/historical-AI
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https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3548154/


AI 2.0: The deep learning revolution
• Deep learning is a subset of machine learning that uses artificial neural networks with many 

layers. In deep learning, models learn from examples labelled with ground truth. 

• Deep learning models are task-specific, meaning they do one thing per model as deter-
mined by their training. They primarily focus on classification and prediction tasks.

• Deep learning is not a new term or an invention of the last decade (or a product 
of Google). Deep learning was introduced to the machine learning 
community in 1986 by computer scientist Rina Dechter 
and to artificial neural networks in 2000 by computer scientist 
Igor N Aizenberg et al. 
Aizenberg and colleagues were in turn building on the output of
generations of scientists before them, including the first
mathematical model of a neural network developed in 1943 by
Walter H Pitts, Jr, a logician, and Warren S McCulloch, a neuro-
scientist.

• However, current form and applications only became possible with
the very large amounts of digital data and computer power 
(esp. the GPUs) we have today, which were not available in those early days.

Deep learning is ‘standing on the shoulders of 
giants’ (nanos gigantum humeris insidentes)



Disease prediction with multi-omics and biomarkers empowers case–control genetic discoveries in the UK Biobank
Manik Garg et al. Nature Genetics. 2024;56:1821–1831
https://www.nature.com/articles/s41588-024-01898-1 

Sky News, September 2024

Click ^ 
to 

watch 
online

https://www.nature.com/articles/s41588-024-01898-1
https://news.sky.com/story/ai-technology-can-detect-early-signs-of-over-1-000-diseases-say-researchers-13212855


• Note the very important privacy and 
patient consent issues mentioned at 
the end of the news clip.

< https://www.adalovelaceinstitute.org/report/predicting-
the-future-of-health/ 

https://www.adalovelaceinstitute.org/report/predicting-the-future-of-health/
https://www.adalovelaceinstitute.org/report/predicting-the-future-of-health/


AI 3.0: The age of foundation models, large language models 
(LLMs) and generative AI

• Most models in AI 3.0 use the transformer architecture, a deep learning method introduced by 
researchers at Google in 2017. OpenAI’s ChatGPT, launched in November 2022, is based on this 
architecture.

• These models have fundamentally new and potentially transformative capabilities, as well as new 
kinds of risks, such as hallucinations (incorrect or misleading outputs presented as facts) and bias 
(biased outputs reflecting and perpetuating human biases and unrepresentative populations in 
training datasets), among others. 

• These models can do many different kinds of tasks (‘AGI’) without having to be retrained on a new 
dataset. For example, a simple text instruction can change a model’s behaviour. Prompts such as 
“Write this note for a specialist consultant” and “Write this note for the patient’s mother” will produce 
very different content.

• Multimodal input and output capabilities: Some models can take other modalities besides text as 
input, such as voice or images; for example, to analyse the content of an image or count the instances 
of some object of interest in it. A number of models can also be prompted to generate multimodal 
content, such as images, videos or a summary podcast with AI voice actors, in response to user’s text 
input or uploaded documents.





AI 3.0: The age of foundation models, large language models 
(LLMs) and generative AI

Different models and model versions are optimised for different tasks and applications. It is 
therefore imperative to choose the right model(s) for the task at hand. There are two broad 
categories of models:

• General-purpose models, such as the different and successive versions of ChatGPT (OpenAI), 
Claude (Anthropic), Gemini (Google), Llama (Meta), and Mistral, among others; and

• Specific-purpose/narrow-focus models, including (in our case):

• Medically-trained models, such as the different and successive versions of 

Med-PaLM (Medical Pre-trained Language Model, Google), Med-Gemini (Google), 

PH-LLM (Personal Health Large Language Model, Google; optimised for under-

standing and reasoning over time-series personal health data, e.g., from mobile 

and wearable devices), Clinical Camel, MEDITRON-70B, etc.; and

• Medical-speciality-specific models.

Some applications combine 
more than one model together. 



Medical-speciality-specific models

For example:

• CHIEF (Clinical Histopathology Imaging Evaluation Foundation) model, a pathology foundation 

model for cancer diagnosis and prognosis prediction.

A pathology foundation model for cancer diagnosis and prognosis prediction

Xiyue Wang et al. Nature. 2024 Sep 4. doi:10.1038/s41586-024-07894-z

• Harrison.rad.1 (https://harrison.ai/harrison-rad-1/) 

a radiology-specific vision language model (VLLM) that recently

scored 51.4 out of 60 (85.67%) on the Fellowship of the Royal 

College of Radiologists (FRCR) Rapid 2B exam, which is twice 

the score of other frontier models from OpenAI, Google 

and Anthropic.

https://harrison.ai/harrison-rad-1/


Click to watch online >

https://www.youtube.com/watch?v=m71EYdEL78g


Reducing hallucinations

• A number of methods exist and are being developed to mitigate the issue of LLM hallucinations.

• Retrieval-Augmented Generation (RAG) is one of them, whereby user-supplied material 
(e.g., research papers, textbooks, etc.) serves as an external knowledgebase to an existing 
LLM, such as GPT-4 or Mistral 7B, in order to provide more relevant and better cross-linked 
and referenced outputs in response to user’s prompts.

• Here is an example of a RAG-based application we recently developed:

NVIDIA’s “Chat with RTX” Custom Large Language Model and Personalized AI Chatbot Augments 
the Value of Electronic Dermatology Reference Material
Maged N Kamel Boulos and Robert Dellavalle. JMIR Dermatol. 2024 Jul;7:e58396. doi:10.2196/58396
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC11306952/ 

And it is not just for dermatology. The same approach can be applied to other medical
specialities or to specific/niche aspects of those specialities: oncology, obstetrics and 
gynaecology, ovarian cancer; you name it.

We used NVIDIA’s ChatRTX a free tool for developing RAG applications with one unique 
feature: with ChatRTX, small LLMs function entirely offline on consumer-grade hardware.

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC11306952/


Borrow your child’s gaming laptop or desktop (if you can!)
That expensive ‘toy’ has got a new (clinical) use

Benefits: Delivers additional self-study and research functionality beyond that of the standard electronic 
search and indexing that is already available in .pdf files, such as the abilities (1) to instantly identify, link, 
synthesise, and summarise at a single location related information scattered across different book chapters 
and/or multiple papers, (2) to answer user’s questions asked in plain language (free text), and (3) to generate 
knowledge-testing quizzes with answers.



Health digital twins (HDTs)

• Digital twins are virtual models of physical objects, i.e., the 
digital twin is a virtual representation of a physical twin.

• Digital twins were introduced in 2002 as a concept in the 
manufacturing industry for product life-cycle 
management. In 2010, the concept became known as 
‘digital twins’ when        NASA started creating digital 
simulations of spacecrafts for testing. 

• The technology has only recently been applied to 
healthcare under the umbrella field of precision medicine.

• In health/care, the digital twin 
becomes a dynamic virtual 
representation of the patient
(or of specific aspects 
of the patient).



• Various AI/machine learning methods are 
used alone or combined in HDTs (AI 2.0, 
A 3.0/generative AI). 

<< Here identical copies of a digital twin, 
all belonging to the same individual, are 
used for in silico testing and comparisons 
of various treatment(or 
intervention/procedure) options to 
answer individual-specific questions such 
as “which treatment or intervention will 
be most successful in a given condition”.

Health Digital Twins in Life Science and Health Care Innovation
Kaushik P Venkatesh, Gabriel Brito, Maged N Kamel Boulos. 
Annu Rev Pharmacol Toxicol. 2024;64:159-170. 
doi:10.1146/annurev-pharmtox-022123-022046
https://www.annualreviews.org/content/journals/10.1146/ann
urev-pharmtox-022123-022046 

Digital Twins: From Personalised Medicine to Precision Public 
Health
Maged N. Kamel Boulos and Peng Zhang. 
J Pers Med. 2021;11(8):745. doi:10.3390/jpm11080745
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8401029/ 

https://www.annualreviews.org/content/journals/10.1146/annurev-pharmtox-022123-022046
https://www.annualreviews.org/content/journals/10.1146/annurev-pharmtox-022123-022046
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8401029/


HDTs for medical research/clinical trials

• Clinical trials are the last stage of drug development, take 12–15 years on average, and 
enrol thousands of patients. 

• HDTs can be used to partially virtualise the control arm of clinical trials, decreasing the 
number of physical patients needed. The control arm’s synthetic data are statistically 
indiscernible from real collected data. 

• By decreasing the number of necessary real-life subjects to recruit, compensate, and 
administrate, HDTs can deliver significant cost savings and accelerate trial timelines.

Unlearn.AI, a San Francisco-based startup, uses 

generative AI to create HDTs of individual 
patients at different time points simulating 
natural disease progression. These HDTs are then 
used in the control arm of clinical trials.

https://www.unlearn.ai/ 

https://www.unlearn.ai/


AI explainability: An AI workflow to explain AI models

• Explainability is easier with AI 1.0/rule-based systems; more difficult and sometimes even impossible 
with later systems (‘black box’).

• A recent study by Lang et al. introduced a novel workflow for understanding the visual signals in 
medical images that AI classifiers use for predictions. The workflow was applied across three different 
medical imaging modalities. 

• The study identified attributes capturing clinically known features and unexpected confounders, as well 
as new patho-physiologically plausible attributes that could indicate novel research directions (novel 
hypotheses for future clinical research). 

• The study concluded by presenting a generative AI-based framework that can generate
visual explanations for AI predictions in medical imagery, with the aim of improving trust
in AI models, providing a comprehensive understanding of the visual features influencing 
AI predictions, improving model assessments, aiding in designing better model training 
datasets, and facilitating novel scientific discoveries.

Using generative AI to investigate medical imagery models and datasets
Oran Lang et al. EBioMedicine. 2024;102
https://doi.org/10.1016/j.ebiom.2024.105075 Shedding light on the ‘black box’

(AI art created by DALL·E 3)

https://doi.org/10.1016/j.ebiom.2024.105075


AI explainability: OpenAI o1 ‘chain of thought’
• OpenAI has been working for some time on a radically new approach and LLM (codenamed 

‘Strawberry’ and ‘Orion’ respectively) that can do more complex reasoning and context-sensitive 
solving of harder problems instead of just the mere pattern recognition and glorified word prediction 
of previous LLMs. 

• On 12 September 2024, a preview of OpenAI o1 (Strawberry - https://openai.com/o1/) was launched, 
heralding the beginning of a new series of AI models designed to spend more time thinking and 
producing a long internal chain of thought before responding to the user 
(https://openai.com/index/learning-to-reason-with-llms/).

• Although not specifically medically trained, OpenAI o1-preview has shown
impressive performance when compared with other LLMs.

https://agentclinic.github.io/ 

https://openai.com/o1/
https://openai.com/index/learning-to-reason-with-llms/
https://agentclinic.github.io/


OpenAI GPT-4o (released in 2024) got it wrong, 
with no proper reasoning/chain of thought. 
(Correct answer is KBG Syndrome.)

AI explainability
Diagnosing a rare 
genetic disease: 
GPT-4o vs. OpenAI 
o1 (‘chain of 
thought’)



OpenAI o1 (a preview 
was released in 
September 2024) got 
it right, with proper 
reasoning and a clear 
chain of thought 
explaining why it is 
KBG Syndrome and 
why other diagnoses 
have been excluded. 

Don’t perform or facilitate the following 
activities that may significantly impair the 
safety, wellbeing, or rights of others, 
including: Providing tailored legal, 
medical/health, or financial advice without 
review by a qualified professional and 
disclosure of the use of AI assistance and its 
potential limitations. 
OpenAI Usage Policies, 10 Jan 2024
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OpenAI o1 got it right, with proper reasoning 
and a clear chain of thought explaining why it 
is KBG Syndrome and why other diagnoses 
have been excluded. 
However, as of September 2024, OpenAI is reluctant to 
let users see inside the box: “We have decided not to 
show the raw chains of thought to users. We 
acknowledge this decision has disadvantages. We strive 
to partially make up for it by teaching the model to 
reproduce any useful ideas from the chain of thought in 
the answer.”

Now imagine these powerful reasoning capabilities added to future medicine-specific LLMs or RAG!



AI explainability: Is it absolutely necessary?
• While AI explainability is a highly desirable feature, it is not always

possible to achieve due to technology limitations, and AI can still be

made useful and safe without it. 

• We should remember in this context that there are many other

things, expert diagnoses based on not-fully-explainable intuition

or gut feelings; treatments, and therapies we routinely use 

in healthcare today but do not fully understand or cannot fully 

explain, with reliable evidence, how exactly they work (mechanism

of action), yet we continue using them without waiting for such 

explanations of how they work to become available to us before 

we can successfully harness them for the benefit of our patients.

^ https://doi.org/10.1016/j.fhj.2024.100171 

< Highly recommended discussion: 
Annabelle Painter et al. Explaining Explainable AI 
(for healthcare). YouTube, 2024 Aug15. Available at 
https://www.youtube.com/watch?v=d5ZMVIgQ0jM 
(running time: 58 minutes)

https://doi.org/10.1016/j.fhj.2024.100171
https://www.youtube.com/watch?v=d5ZMVIgQ0jM


Final thought

• AI holds immense potential in medicine and is here to stay despite 
today’s challenges.

• As AI continues evolving and improving, its ethical, safe and effective
integration into clinical practice will always require rigorous testing, 
ongoing monitoring, evaluation and regulation, and continuous 
collaboration among stakeholders, including: 
- regulatory bodies (US FDA, UK MHRA, EU EMA, China NMPA, etc.), 
- patients/patient advocates, 
- healthcare professionals and providers, 
- industry representatives, 
- the academia, 
- government partners and lawmakers, and
- relevant international organisations (e.g., IMDRF, 

   International Medical Device Regulators Forum, and others).

• AI will undoubtedly reshape, if not disrupt, 
the medical profession in the coming years, 
and we should begin now rethinking medical education and curriculum.

AI Surgical Robot Transformer 
(SRT) - Automating surgical 
tasks with imitation learning 
(Johns Hopkins & Stanford)

https://x.com/jwbkim/status/1813263637429297381
https://x.com/jwbkim/status/1813263637429297381
https://x.com/jwbkim/status/1813263637429297381
https://x.com/jwbkim/status/1813263637429297381
https://x.com/jwbkim/status/1813263637429297381
https://x.com/jwbkim/status/1813263637429297381


There is very much more to generative AI in medicine 
and healthcare
• There are many important issues and challenges surrounding the use of generative AI in 

medicine and healthcare that are beyond the scope of this short presentation.

• We have created a series of horizon-scanning reviews and a companion, regularly 
updated online resource to cover them. Scan the QR code to access them all. 

2023:
Generative AI in Medicine and Healthcare: Promises, Opportunities and Challenges
Peng Zhang and Maged N Kamel Boulos. Future Internet. 2023 Aug;15(9):286
https://doi.org/10.3390/fi15090286 

2024 incremental update:
Generative AI in Medicine and Healthcare: Moving Beyond the ‘Peak of Inflated 
Expectations’
Peng Zhang, Jiayu Shi, Maged N Kamel Boulos. Preprints. 2024 Sep;2024090311 
https://doi.org/10.20944/preprints202409.0311.v1 

Companion online resource (where you can also download a PDF of this presentation):
https://tinyurl.com/genai-med 

https://doi.org/10.3390/fi15090286
https://doi.org/10.20944/preprints202409.0311.v1
https://tinyurl.com/genai-med


And as always,                is your friend

• A good start, with many thousands of clinical-discipline-specific AI papers.
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